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1 Introduction
Internet and Surveillance

Christian Fuchs, Kees Boersma, Anders 
Albrechtslund, and Marisol Sandoval

1.1. COMPUTING AND SURVEILLANCE

Scholars in surveillance studies and information society studies have 
stressed the importance of computing for conducting surveillance for more 
than 20 years. This has resulted in a number of categories that describe the 
interconnection of computing and surveillance: for the new surveillance, 
dataveillance, the electronic (super)panopticon, electronic surveillance, or 
digital surveillance.

Gary T. Marx defi nes the new surveillance as “the use of technical means 
to extract or create personal data. This may be taken from individuals or 
contexts” (Marx 2002, 12; see also: Marx 1988, 217–219). He argues that 
in the old surveillance, it was more diffi cult to send data, whereas in the new 
surveillance this is easier. In traditional surveillance, “what the surveillant 
knows, the subject probably knows as well”, whereas in the new surveillance 
the “surveillant knows things the subject doesn’t” (Marx 2002, 29). He says 
that the new surveillance is not on scene, but remote, and that it is “less coer-
cive” (28) and “more democratized” because some forms are more widely 
available (28). Computerized surveillance is an important form of new sur-
veillance. “Computers qualitatively alter the nature of surveillance—routin-
izing, broadening, and deepening it. Organizational memories are extended 
over time and across space” (Marx 1988, 208).

Dataveillance is the “systematic monitoring of people’s actions or com-
munications through the application of information technology” (Clarke 
1988, 500). Clarke (1994) distinguishes between personal dataveillance 
that monitors the actions of one or more persons and mass dataveillance, 
where a group or large population is monitored in order to detect individu-
als of interest. Bogard (2006) argues that the computer is a technology that 
simulates surveillance.

Gordon (1987) speaks of the electronic panopticon. Mark Poster (1990) 
has coined the notion of the electronic superpanopticon: “Today’s ‘circuits 
of communication’ and the databases they generate constitute a Super-
panopticon, a system of surveillance without walls, windows, towers or 
guards” (Poster 1990, 93). Mark Andrejevic has coined the notion of the 
digital enclosure (Andrejevic 2004, 2007), in which interactive technologies 
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generate “feedback about the transactions themselves”, and he said that this 
feedback “becomes the property of private companies” (Andrejevic 2007, 
3). Andrejevic (2007, 2) sees the Internet as a virtual digital enclosure. 
Commercial and state surveillance of consumers would be the result of 
the digital enclosure. They “foster asymmetrical and undemocratic power 
relations. Political and economic elites collect information that facilitates 
social Taylorism rather than fostering more democratic forms of shared 
control and participation” (Andrejevic 2007, 257). Nicole Cohen argues, 
based on Mark Andrejevic and Tiziana Terranova, that Facebook profi ts 
by the “valorization of surveillance” (Cohen 2008, 8). Parenti (2003, 78) 
stresses that by digital technology “surveillance becomes more ubiquitous, 
automatic, anonymous, decentralized, and self-reinforcing”.

David Lyon has stressed the role of computers for contemporary surveil-
lance and has used the notion of electronic surveillance: “Contemporary 
surveillance must be understood in the light of changed circumstances, 
especially the growing centrality of consumption and the adoption of 
information technologies” (Lyon 1994, 225). “Although computers are 
not necessarily used for all kinds of surveillance—some is still face to face 
and some, like most CCTV systems, still require human operators—most 
surveillance apparatuses in the wealthier, technological societies depend 
upon computers” (Lyon 2003, 22). “Electronic surveillance has to do with 
the ways that computer databases are used to store and process personal 
information on different kinds of populations” (Lyon 1994, 8). David Lyon 
(1998; 2001, 101) speaks of the worldwide web of surveillance in order to 
stress that “all uses of the Internet, the world wide web and email systems 
are traceable and this capacity is rapidly being exploited as these media 
are commercialized”. He distinguishes three main forms of surveillance 
in cyberspace that are related to employment, security and policing, and 
marketing (Lyon 1998, 95). Lyon (1994, 51f) argues that digitalization and 
networking have changed surveillance: File size has grown, individuals can 
be more easily traced because databases are dispersed and easily accessed 
by central institutions, the speed of data fl ow has increased, and citizens 
are subjected to increasingly constant and profound monitoring.

Manuel Castells (2001, 172) defi nes Internet surveillance technologies 
as technologies that

intercept messages, place markers that allow tracking of communication 
fl ows from a specifi c computer location, and monitor machine activity 
around the clock. Surveillance technologies may identify a given server at 
the origin of a message. Then, by persuasion or coercion, governments, 
companies, or courts may obtain from the Internet service provider the 
identity of the potential culprit by using identifi cation technologies, or 
simply by looking up their listings when the information is available.

Castells considers Internet surveillance as a technology of control (Castells 
2001, 171).
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Graham and Wood (2003/2007) argue that monitoring across widen-
ing geographical distances and the active sorting of subject populations 
on a continuous, real-time basis are two central characteristics of digital 
surveillance. They say that under the given economic conditions, “digital 
surveillance is likely to be geared overwhelmingly towards supporting the 
processes of indvidualization, commodifi cation, and consumerization” 
(Graham and Wood 2003/2007, 219).

Many of the discussions about the role of the Internet in surveillance started 
before the Internet became a popular mass medium in the mid-1990s. Large-
scale Internet usage did not take off before 1995, when the Mosaic browser 
was made available to the public. The World Wide Web (WWW) was cre-
ated in 1990 by Tim Berners-Lee and was released for the public in 1993. In 
December 1990, there was one website on the WWW, in September 1993 
there were 204 sites, in June 1996, 252,000, in December 2000, 25,675,581, 
in November 2006, 101,435,253 (data source: Internet time line by Robert 
Zakon, http://www.zakon.org/robert/internet/timeline/#Growth).

The Internet enables a globally networked form of surveillance. Internet 
surveillance adds at least two dimensions to computer surveillance: global 
interaction and networking. The contributors to this book show that it is 
an important task to discuss how notions such as the new surveillance, 
dataveillance, the electronic panopticon, and electronic surveillance can be 
applied to the Internet and what commonalities and differences there are 
between computer surveillance and Internet surveillance.

1.2. WEB 2.0 AND SURVEILLANCE

Many observers claim that the Internet has been transformed in the past years 
from a system that is primarily oriented to information provision into a system 
that is more oriented to communication and community building. The notions 
of “web 2.0”, “social media”, “social software”, and “social network(ing) 
sites” have emerged in this context. Web platforms such as Wikipedia, MyS-
pace, Facebook, YouTube, Google, Blogger, Rapidshare, Wordpress, Hi5, 
Flickr, Photobucket, Orkut, Skyrock, Twitter, YouPorn, PornHub, Youku, 
Orkut, Redtube, Friendster, Adultfriendfi nder, Megavideo, Tagged, Tube8, 
Mediafi re, Megaupload, Mixi, Livejournal, LinkedIn, Netlog, ThePirateBay, 
Orkut, XVideos, Metacafe, Digg, StudiVZ, etc. are said to be typical for this 
transformation of the Internet. Web 2.0/Social media platforms are web-based 
platforms that predominantly support online social networking, online com-
munity-building, and maintenance, collaborative information production 
and sharing, and user-generated content production, diffusion, and consump-
tion. No matter if we agree that important transformations of the Internet 
have taken place or not, it is clear that a principle that underlies such platforms 
is the massive provision and storage of personal data that are systematically 
evaluated, marketed, and used for targeting users with advertising. Therefore 
surveillance is an important topic in the context of web 2.0 studies.
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Web 2.0 is the network as platform, spanning all connected devices; 
Web 2.0 applications are those that make the most of the intrinsic ad-
vantages of that platform: delivering software as a continually-updated 
service that gets better the more people use it, consuming and remixing 
data from multiple sources, including individual users, while providing 
their own data and services in a form that allows remixing by others, 
creating network effects through an ‘architecture of participation’, and 
going beyond the page metaphor of Web 1.0 to deliver rich user experi-
ences. (O’Reilly 2005, online)

Some claim that the Internet has in recent years become more based on shar-
ing, communication, and cooperation. Tapscott and Williams say that web 
2.0 brings about “a new economic democracy [ . . . ] in which we all have 
a lead role” (Tapscott and Williams 2007). Manuel Castells characterizes 
social media and web 2.0 as media that enable mass-self communication: 
“people build their own networks of mass self-communication, thus empow-
ering themselves” (Castells 2009, 421). For Clay Shirky, the central aspect 
of web 2.0 is “a remarkable increase in our ability to share, to cooperate 
with one another, and to take collective action” (Shirky 2008, 20f). Axel 
Bruns sees the rise of produsage—the “hybrid user/producer role which inex-
tricably interweaves both forms of participation” (Bruns 2008, 21)—as the 
central characteristic of web 2.0. Henry Jenkins (2008) sees a participatory 
culture at work on web 2.0. Mark Deuze speaks in relation to web 2.0 of the 
“interactive, globally networked and increasingly participatory nature of new 
media” (Deuze 2007, 40). Shiffman (2008) sees the emergence of the “age of 
engage” as result of web 2.0. Yochai Benkler (2006) argues that the Internet 
advances the emergence of commons-based peer production systems (such as 
open source software or Wikipedia) that are “radically decentralized, collab-
orative, and nonproprietary; based on sharing resources and outputs among 
widely distributed, loosely connected individuals who cooperate with each 
other without relying on either market signals or managerial commands“ 
(Benkler 2006, 60). Others have stressed for example that online advertis-
ing is a mechanism by which corporations exploit web 2.0 users who form 
an Internet prosumer/produser commodity and are part of a surplus-value 
generating class that produces the commons of society that are exploited 
by capital (Fuchs 2011; Fuchs 2010a, b; Fuchs 2009a, b, c; Fuchs 2008a, 
195–209, Fuchs 2008b; Andrejevic 2002, 2004, 2007, 2009); that web 2.0 is 
based on the exploitation of free labour (Terranova 2004); that most web 2.0 
users are part of a creative precarious underclass that needs economic models 
that assist them in making a living from their work (Lovink 2008); that blog-
ging is mainly a self-centred, nihilistic, cynical activity (Lovink 2008); that 
the web 2.0 economy is still dominated by corporate media chains (Stanyer 
2009); that web 2.0 is contradictory and therefore also serves dominative 
interests (Cammaerts 2008); that web 2.0 optimism is uncritical and an ide-
ology that serves corporate interests (Fuchs 2008b, Scholz 2008, van Dijck 
and Nieborg 2009); that web 2.0 users are more passive users than active 
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creators (van Dijck 2009); that web 2.0 discourse advances a minimalist 
notion of participation (Carpentier and de Cleen 2008); or that corporations 
appropriate blogs and web 2.0 in the form of corporate blogs, advertising 
blogs, spam blogs, and fake blogs (Deuze 2008).

This short selective overview shows that web 2.0 is a contradictory phe-
nomenon that, just like all techno-social systems, does not have a one-
dimensional effect, but complex interconnected effects (Fuchs 2008a). The 
contributors to this book show the central importance of web 2.0 in the 
discussion and analysis of Internet surveillance. The working of web 2.0 is 
based on the collection, storage, usage, and analysis of a huge amount of 
personal data. Therefore discussing privacy- and surveillance-implications 
of web 2.0 and the political, economic, and cultural dimensions of privacy 
and surveillance on web 2.0 becomes an important task. The contributions 
in this book contribute to the clarifi cation of the surveillance and privacy 
implications of web 2.0.

The term “web 2.0” can create the false impression that we are expe-
riencing an entirely new Internet. But this is neither the case for the Inter-
net’s technological dimension nor for its organizational and institutional 
contexts. E-mail and information search are still the most popular online 
activities. In 2010, 61% of all people in the EU27 countries aged 15–74 
used e-mail at least once during a three-month period, and 56% used the 
Internet to search for information about goods and services (data source: 
Eurostat). The change that has taken place in the past couple of years is 
that today World Wide Web platforms like Facebook (#2 in the list of most 
accessed websites, data source: alexa.com, top sites, accessed on January 
2, 2011), YouTube (#3), Blogger (#7), Wikipedia (#8), and Twitter (#10) are 
among the ten most accessed and popular websites in the world. Sharing 
audiovisual content in public (user-generated content production and diffu-
sion), writing online diaries (blogging), co-creating knowledge with others 
(wikis), staying in constant contact with friends and acquaintances (social 
networking sites), sending and sharing short messages online (microblog-
ging, as on Twitter) are relatively new activities that in the 1990s were 
not supported by the World Wide Web. But there are also many Internet 
activities, applications, and platforms (like search engines, e-mail, online 
banking, online shopping, online newspapers, etc.) that have been around 
longer. The terms “web 2.0” and “social media” do not signify a new or 
radical transformation of the Internet, but the emergence of specifi c social 
qualities (sharing, online cooperation, etc.) supported by the World Wide 
Web that have become more important (Fuchs 2010b).

The Internet is a technology of cognition, communication, and coopera-
tion (Fuchs 2008a, 2010b). All information is a Durkheimian social fact; 
it is generated in societal contexts and therefore refl ects certain qualities of 
society and its production contexts. In this sense, we can say that the Inter-
net is and has always been social because it is a vast collection of informa-
tion and therefore of social facts (Fuchs 2010b). A second mode of sociality 
is the establishment and reproduction of social relationships (Fuchs 2010b). 
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Certain Internet applications and platforms support communication and 
thereby are social in a communicative sense. Cooperation is a third mode of 
sociality that is refl ected in Ferdinand Tönnies’ concept of community and 
Karl Marx’s notion of cooperative labour (Fuchs 2010b). The terms web 2.0 
and social media are in everyday life frequently employed for meaning that 
this third mode of sociality (cooperation) has to a certain degree become 
more supported by the World Wide Web (Fuchs 2010b). One should how-
ever bear in mind that this is a specifi c understanding and mode of sociality 
and that there are other ones as well (Fuchs 2010b).

One should neither be optimistic nor pessimistic about the transforma-
tion of power structures on the Internet. The Internet still is a tool that is 
used by powerful groups for trying to support their control and domina-
tion of other groups just like it is a tool that has potentials for being used 
in resistances against domination (Fuchs 2011). The difference today is 
that technologies and platforms like social networking sites, video shar-
ing platforms, blogs, microblogs, wikis, user-generated content upload 
and sharing sites (like WikiLeaks), etc. have come to play a certain role 
in the exertion of and resistance against domination. The study of online 
surveillance and web 2.0 surveillance is situated in the context of the con-
tinuities and changes of the Internet, confl icts and contradictions, power 
structures and society.

1.3. THE ROLE OF THEORIES, FOUCAULT, AND 
THE PANOPTICON FOR ANALYZING INTERNET

Surveillance

Lyon (2006b, 10) argues that modern surveillance theories relate to nation-
state, bureaucracy, techno-logic, political economy, whereas postmodern 
surveillance theories focus on digital technologies and their implications. The 
contributors to this book show that both modern and postmodern theories 
are important for discussing Internet surveillance and web 2.0 surveillance.

The notion of the panopticon was conceived by Jeremy Bentham as prison 
architecture in the nineteenth century and connected to academic discussions 
about the notions of surveillance and disciplinary power by Michel Foucault 
(1977, 1994). The concept of the panopticon has strongly infl uenced discus-
sions about computer and Internet surveillance. On the one hand there are 
authors who fi nd the metaphor suitable. Robins and Webster (1999) argue, 
for example, that in what they term cybernetic society “the computer has 
achieved [ . . . ] the extension and intensifi cation of panoptic control; it has 
rendered social control more pervasive, more invasive, more total, but also 
more routine, mundane and inescapable” (Robins and Webster 1999, 180, 
see also 118–122). Webster (2002, 222) argues that computers result in a 
panopticon without physical walls. Oscar H. Gandy (1993) has introduced 
the notion of the panoptic sort: “The panoptic sort is a difference machine 
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that sorts individuals into categories and classes on the basis of routine 
measurements. It is a discriminatory technology that allocates options and 
opportunities on the basis of those measures and the administrative models 
that they inform” (Gandy 1993, 15). It is a system of power and disciplinary 
surveillance that identifi es, classifi es, and assesses (Gandy 1993, 15). David 
Lyon (2003) speaks based on Gandy’s notion of the panoptic sort in relation 
to computers and the Internet of surveillance as social sorting. “The surveil-
lance system obtains personal and group data in order to classify people 
and populations according to varying criteria, to determine who should be 
targeted for special treatment, suspicion, eligibility, inclusion, access, and so 
on” (Lyon 2003, 20). Gandy has analyzed data mining as a form of panop-
tic sorting (Gandy 2003) and has stressed the role of electronic systems in 
panoptic sorting: “Electronic systems promise the ultimate in narrowcast-
ing or targeting, so it becomes possible to send an individualized message 
to each individual on the network” (Gandy 1993, 90). Mathiesen (1997) 
has introduced the notion of the synopticon as user-oriented correlate to 
the panopticon and has argued that the Internet is a silencing synopticon 
(Mathiesen 2004). James Boyle (1997) argues that the works of Foucault 
allow an alternative to the assumption of Internet libertarians that cyber-
space cannot be controlled in order to provide “suggestive insights into the 
ways in which power can be exercised on the Internet” (Boyle 1997, 184). 
Gordon (1987) speaks of the electronic panopticon; Zuboff (1988) of the 
information panopticon; Poster (1990) of the electronic superpanopticon; 
Elmer (2003, 2004) of diagrammatic panoptic surveillance; and Rämö and 
Edenius (2008) speak of the mobile panopticon.

On the other hand, there are authors who want to demolish the meta-
phor of the panopticon (for example Haggerty 2006) and do not fi nd it 
useful for explaining contemporary surveillance and networked forms of 
surveillance. They argue that surveillance systems such as the Internet are 
decentralized forms of surveillance, whereas the notion of the panopticon 
assumes centralized data collection and control. “Certainly, surveillance 
today is more decentralized, less subject to spatial and temporal constraints 
(location, time of day, etc.), and less organized than ever before by the dual-
isms of observer and observed, subject and object, individual and mass. 
The system of control is deterritorializing” (Bogard 2006, 102). Haggerty 
and Ericson (2000/2007) have introduced the notion of the surveillant 
assemblage and argue that contemporary surveillance is heterogeneous, 
involves humans and non-humans, state and extra-state institutions, and 
“allows for the scrutiny of the powerful by both institutions and the general 
population” (Haggerty and Ericson 2000/2007, 112). Lyon (1994, 26, 67) 
argues that Foucault’s notion of the panopticon does not give attention to 
two central features of contemporary surveillance: information technolo-
gies and consumerism. Connected to this critique of Foucault is the claim 
that the contemporary Internet makes surveillance more democratic or par-
ticipatory (for example: Albechtslund 2008; Campbell and Carlson 2002; 
Cascio 2005; Dennis 2008; Haggerty 2006; Whitaker 1999).
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There is no ultimate solution to the question of whether Foucault and 
the notion of the panopticon are suited for analyzing contemporary sur-
veillance and Internet surveillance; it is an open controversial issue. The 
contributions in this volume show that the role of Foucault, the panopticon, 
and George Orwell’s Big Brother for surveillance studies continues to be 
discussed in a controversial manner and that this controversy is also impor-
tant for Internet studies and web 2.0 studies.

For Gandy, especially, corporations and the state conduct surveillance: 
“The panoptic sort is a technology that has been designed and is being 
continually revised to serve the interests of decision makers within the gov-
ernment and the corporate bureaucracies” (Gandy 1993, 95). Toshimaru 
Ogura (2006, 272) argues that “the common characteristics of surveillance 
are the management of population based on capitalism and the nation 
state”. Because of the importance of political actors and economic actors in 
surveillance, we give special attention to aspects of economic and political 
surveillance on the Internet in this book.

1.4. ECONOMIC IMPLICATIONS OF INTERNET SURVEILLANCE

The production, distribution, and consumption of commodities is one of 
the defi ning features of contemporary societies. If the claim that surveil-
lance has become a central quality of contemporary society is true, then 
this means that surveillance shapes and is shaped by economic produc-
tion, circulation, and consumption. The economy therefore constitutes an 
important realm of Internet surveillance that needs to be studied.

Historically, the surveillance of workplaces, the workforce, and produc-
tion has been the central aspect of economic surveillance. Zuboff (1988) 
has stressed that computers advance workplace panopticism. As work-
places have become connected to cyberspace, employees tend to produce, 
receive, transmit, and process more data in less time. They leave digital 
traces in digital networks that allow the reconstruction and documentation 
of their activities. The Internet therefore poses new potentials and threats 
for workplace and workforce surveillance.

Commodities are not only produced, they also circulate in markets and 
are consumed. Without consumption there is no realization of profi t and 
therefore no growth of the economic operations of fi rms. The rise of Ford-
ist mass production and mass consumption after 1945 has extended and 
intensifi ed the interest of corporations to know details about the consump-
tion patterns of citizens. This has not only resulted in the rise of the adver-
tising industry, but also in the intensifi cation of consumer research and 
consumer surveillance. The rise of fl exible accumulation strategies in the 
1980s (Harvey 1989) has brought about an individualization and personal-
ization of commodities and advertising. The Internet poses new opportuni-
ties for consumer surveillance and new risks for consumers. Technologies 
such as cookies, data mining, collaborative fi ltering, ambient intelligence, 
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clickstream analysis, spyware, web crawlers, log fi le analysis, etc. allow 
an extension and intensifi cation of consumer surveillance with the help of 
the Internet. It therefore becomes a central task to analyze how consumer 
surveillance works on the Internet and which policy implications this phe-
nomenon brings about. Targeted advertising, spam mail, the collection 
and marketing of e-mail addresses and user data for commercial purposes, 
detailed consumer profi ling, privacy policies, terms of use, the role of opt-
in and opt-out solutions, and fair information practices on the Internet are 
just some of the important and pressing research topics (see for example 
Andrejevic 2002; Bellman et al. 2004; Campbell and Carlson 2002; Cau-
dill and Murphy 2000; Culnan and Bies 2003; Fernback and Papacharissi 
2007; Lauer 2008; Milne, Rohm, and Bahl 2004; Miyaziki and Krishna-
murthy 2002; Ryker et al. 2002; Sheehan and Hoy 2000; Solove 2004b; 
Turow 2006; Wall 2006; Wang, Lee, and Wang 1998).

Only a few randomly selected opinions about the economic dimension 
of Internet surveillance can be briefl y mentioned in this short introduction. 
“The effectiveness of targeted marketing depends upon data, and the chal-
lenge is to obtain as much of it as possible” (Solove 2004b, 19). “Moreover, 
companies such as Microsoft and Yahoo are beginning to select ads for people 
based on combining the tracking of individuals’ search or web activities with 
huge amounts of demographic and psychographic data they are collecting 
about them. Privacy advocates worry that people know little about how data 
are collected online, or about the factors that lead such fi rms to reach out to 
them with certain materials and not others” (Turow 2006, 299). David Wall 
argues that surveillant technologies of the Internet such as spyware, cookies, 
spam spider boots, peer-to-peer technologies, and computer-based profi l-
ing “make possible the accumulation and exploitation of valuable personal 
information” (Wall 2006, 341) and “have facilitated the growth in informa-
tion capital(ism)” (Wall 2006, 340). “The tremendous technical resources 
of information technology fi nd a vast new fi eld in identifying, tracking, and 
attempting to channel the consumption activities of householders in the 
advanced societies. The data gleaned from available records of purchasing 
patterns and purchasing power are combined both to allure consumers into 
further specifi c styles of spending and also to limit the choices of those whose 
records indicate that at some point they have failed to conform to proper 
consuming norms, or have transgressed their spending abilities and accrued 
unacceptable debts” (Lyon 1994, 137). Mathiesen (2004) uses the notion 
of the synopticon in order to stress that corporations dominate the Internet 
and manipulate users in order to establish a system of silencing. “Progress in 
information processing caused the advancement of the segmentation of mass 
consumers into many categories of consumers” (Ogura 2006, 275).

Economic surveillance includes aspects such as workplace surveillance, 
consumer surveillance, industrial espionage, or the surveillance of compe-
tition. A frequent concern of web 2.0 users is that employers or potential 
employers could spy on them with the help of Google or social network-
ing sites and could thereby gain access to personal information that could 
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cause job-related disadvantages (Fuchs 2009b). This phenomenon shows 
that web 2.0 has dramatic implications for economic surveillance that need 
to be understood and analyzed.

Studying the role of the Internet in economic surveillance is an impor-
tant task. The contributions in this book contribute to this task.

1.5. POLITICAL IMPLICATIONS OF INTERNET SURVEILLANCE

Internet surveillance has important implications for political regulation, 
state power, and civil society.

E-government has in recent years emerged as an important phenomenon 
of online politics. Toshimaru Ogura (2006) argues that e-government is an 
ideology and advances surveillance by governments.

E-government creates another route for making consensus with the 
public by using ICT. ICT allows government to access the constituency 
online, and monitor their political needs. As public comments online ex-
emplify the case, the government tries to make any interactive discourse 
with people who want to participate in the policy-making process. This 
looks more democratic and more effective than the representative de-
cision-making system. However, online democracy only has a narrow 
basis of permissible scope for discussion because it is based on an ‘if/and/
or’ feedback system of cybernetics. It cannot raise concerns about the 
fundamental preconditions and essential alternatives or transformation 
of regime. It ignores the opposition forces outside of partnership strate-
gies that refuse the feedback system itself. (Ogura 2006, 288)

There are different regulatory regimes and options at the policy level that 
governments and civil society can pursue in dealing with Internet surveil-
lance and its privacy implications at the political level. The US approach in 
privacy regulation relies on the free market and self-regulation by corpora-
tions. It makes some exceptions from the self-regulation rule such as data 
held by fi nancial institutions and data relating to children (Children’s Online 
Privacy Protection Act 1998). It conceives privacy primarily as a commodity. 
The EU approach defi nes privacy as a fundamental right that needs to be 
protected by the state (Data Protection Directive 95/46/EC of the European 
Parliament 1995) (Ashworth and Free 2006; Caudill and Murphy 2000).

The terrorist attacks of September 11, 2001, and the subsequent wars in 
Iraq and Afghanistan have brought about important privacy- and surveil-
lance-policy changes that have implications for Internet surveillance. We can 
only mention a few examples here. The EU’s 2006 Data Retention Direc-
tive requires the member states to pass laws that require communication 
service providers to store identifi cation and connection data for phone calls 
and Internet communication for at least six months. The USA Patriot Act of 
2001 (Uniting and Strengthening America by Providing Appropriate Tools 
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Required to Intercept and Obstruct Terrorism Act of 2001) in section 210 
widened the scope of data that the government can obtain from Internet 
service providers with subpoenas (besides name, address, and identity, data 
such as session times and durations, used services, device address informa-
tion, payment method, bank account, and credit card number can also be 
obtained). The Act extended wiretapping from phones to e-mail and the 
Web. The use of roving wiretaps was extended from the law enforcement 
context to the foreign intelligence context, and government no longer has 
to show that the targeted person is using the communication line in order 
to obtain surveillance permission from a court. The regulation that surveil-
lance of communications for foreign intelligence requires proof that intelli-
gence gathering is the primary purpose has been changed to the formulation 
that it must only be a signifi cant purpose. Pen/trap surveillance allows law 
enforcement to obtain information on all connections that are made from 
one line. Prior to the Patriot Act, law enforcement agencies had to show to 
the court that the device had been used for contacting a foreign power in 
order to gain the permission to monitor the line. The Patriot Act changed the 
formulation in the law so that law enforcement agencies only have to prove 
to the court that the information that is likely to be obtained is relevant to an 
ongoing criminal investigation. This amendment made it much easier for law 
enforcement agencies to engage in Internet surveillance. Section 505, which 
allowed the FBI to obtain data on any user from Internet service provid-
ers, was declared unconstitutional in 2004. The Combating Terrorism Act 
that was passed in September 2001 legalized the installation of Carnivore 
Internet fi ltering systems by intelligence services at Internet service providers 
without a judge’s permission. The Patriot Act confi rmed this rule.

There is a signifi cant debate about the question of whether these regu-
latory changes bring about conditions that advance a total or maximum 
surveillance society (see for example Kerr 2003 and Solove 2004a for two 
opposing views). Such debates show that discussing the continuities and dis-
continuities of Internet surveillance before and after 9/11 is important. The 
contributions in this book make a signifi cant contribution to these debates.

Some scholars have argued that the post-9/11 condition is characterized 
by the ideological normalization of surveillance. “It is also likely that the 
use of data mining in the so-called ‘war against terrorists’ will soften the 
public up for its use in a now quiescent war against global competitors, and 
the threat to shrinking profi ts” (Gandy 2003, 41). Bigo argues that surveil-
lance technologies have become so ubiquitous and “are considered so banal 
[ . . . ] that nobody (including the judges) asks for their legitimacy and 
their effi ciency after a certain period of time” (Bigo 2006, 49). He speaks 
in this context of the ban-opticon, which results in the normalization of 
emergency. “My hypothesis is that surveillance [ . . . ] is easily accepted 
because all sorts of watching have become commonplace within a ‘viewer 
society’, encouraged by the culture of TV and cinema. [ . . . ] It is not too 
much of stretch to suggest that part of the enthusiasm for adopting new 
surveillance technologies, especially after 9/11, relates to the fact that in the 
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global north (and possibly elsewhere too) the voyeur gaze is a commonplace 
of contemporary culture” (Lyon 2006a, 36, 49).

Naomi Klein has stressed the connection between corporate and politi-
cal interests in fostering surveillance in general and Internet surveillance in 
particular after 9/11.

In the nineties, tech companies endlessly trumpeted the wonders of the 
borderless world and the power of information technology to topple au-
thoritarian regimes and bring down walls. Today, inside the disaster capi-
talism complex, the tools of the information revolution have been fl ipped 
to serve the opposite purpose. In the process, cell phones and Web surfi ng 
have been turned into powerful tools of mass state surveillance by increas-
ingly authoritarian regimes, with the full cooperation of privatized phone 
companies and search engines. [ . . . ] Many technologies in use today as 
part of the War on Terror—biometric identifi cation, video surveillance, 
Web tracking, data mining, sold by companies like Verint Systems and 
Scisint, Accenture and ChoicePoint—had been developed by the private 
sector before September 11 as a way to build detailed customer profi les, 
opening up new vistas for micromarketing. [ . . . ] September 11 loosened 
this logjam in the market: suddenly the fear of terror was greater than the 
fear of living in a surveillance society. (Klein 2008, 302f)

The operators of Facebook, the most popular social networking sites, have 
continuously witnessed user protests against changes of the privacy policy 
and the terms of use that are perceived to bring about privacy threats and 
more surveillance. Such protests show the potential of the Internet for the 
global networked initiation, coordination, and support of protests. Various 
scholars have in this context coined terms such as cyberprotest and cyber-
activism (see for example McCaughey and Ayers 2003; van de Donk et al. 
2004). Fuchs (2008a, 277–289) has distinguished between cognitive, com-
municative, and cooperative cyberprotest as three forms of protest on the 
Internet. Cyberprotest is an expression of civil society- and social movement-
activism. Surveillance as political phenomenon has always been connected to 
the rise and the activities of citizen groups. The Internet in general and web 
2.0 in particular bring about specifi c conditions for social movement activi-
ties that relate to the political topic of surveillance. It is an important task for 
contemporary Internet studies and surveillance studies to conduct research 
on the relationship of Internet, surveillance, and social movements.

The Los Angeles Police Department (LAPD) stopped the African-Amer-
ican Rodney King in his car on March 3, 1991, after a freeway chase. King 
resisted arrest, which resulted in a brutal beating by the police from which 
he suffered a fracture of a leg and of a facial bone. The four police offi -
cers, Briseno, Koon, Powell, and Wind, were tried for police brutality and 
acquitted by a LA court in April 1992. George Holiday fi lmed the beating 
of King with a low technology home video camera. When the news of the 
acquittal of the offi cers and the video made their way to the mass media, 
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outrage spread, and many observers came to hold the view that both the 
LAPD and the justice system engaged in racism against African-Ameri-
cans. The event triggered riots in Los Angeles in April 2002. John Fiske 
(1996) discusses the role of video cameras in the Rodney King example 
and other cases in order to show that the miniaturization, cheapening, and 
mass availability of video cameras changes surveillance. “Videotechnology 
extends the panoptic eye of power [ . . . ], but it also enables those who are 
normally the object of surveillance to turn the lens and reverse its power” 
(Fiske 1996, 127). “The videolow allows the weak one of their few oppor-
tunities to intervene effectively in the power of surveillance, and to reverse 
its fl ow. [ . . . ] The uses of videolow to extend disciplinary surveillance can 
be countered [ . . . ] by those who turn the cameras back upon the surveill-
ers” (Fiske 1996, 224f). Today, we live in an age where the Internet shapes 
the lives of many of us. The Internet has become a new key medium of 
information, communication, and co-production. Therefore, paraphrasing 
Fiske, we can say that the Internet extends the panoptic eye of power, but it 
also enables those who are normally objects of surveillance to turn the eyes, 
the ears, and the voice on the powerful and reverse the power of surveil-
lance. We can in such cases speak of Internet counter-surveillance.

Neda Agha-Soltan, a 27-year-old Iranian woman, was shot on June 20, 
2009, by Iranian police forces during a demonstration against irregularities 
at the Iranian presidential election. Her death was fi lmed with a cellphone 
video camera and uploaded to YouTube. It reached the mass media and 
caused worldwide outrage over Iranian police brutality. Discussions about 
her death were extremely popular on Twitter following the event. The pro-
testors used social media such as Twitter, social networking platforms, or 
the site Anonymous Iran for coordinating and organizing protests. The 
Facebook profi le image of another Iranian woman, Neda Soltani, was mis-
takenly taken for being a picture of the killed woman. It made its way to 
the mass media and caused threats to Ms. Soltani, who as a result had to 
fl ee from Iran to Germany. This example on the one hand shows the poten-
tial for counter-power that the Internet poses, but also the problems that 
can be created by information confusion in large information spaces. The 
newspaper vendor Ian Tomlinson died after being beaten to the ground by 
British police forces when he watched the G-20 London summit protests as 
a bystander on April 1, 2009. The police claimed fi rst that he died of natu-
ral causes after suffering a heart attack. But a video showing police forces 
pushing Tomlinson to the ground surfaced on the Internet, made its way to 
the mass media, and resulted in investigations against police offi cers.

These examples show that the Internet not only is a surveillance tool that 
allows the state and corporations to watch citizens and to create political 
profi les, criminal profi les, and consumer profi les, but that it also poses the 
potential for citizens to conduct surveillance of the powerful and to try to 
exert counter-power that tries to create public attention for injustices com-
mitted by the powerful against the weak. The Internet is therefore a surveil-
lance power and potentially a counter-surveillance power. There are ways 
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of watching the watchers and surveilling the surveillers. After the Rodney 
King incident, copwatch initiatives that watch police forces in order to stop 
police brutality became popular in the US and Canada. Since the turn of 
the millennium, scepticism against the power of corporations has intensi-
fi ed and has been supported by Internet communication. Corporate watch 
sites have emerged on the Internet. They document corporate crimes and 
injustices caused by corporations. Large corporations have huge fi nancial 
power and have infl uence so that they are enabled to frequently hide the 
details, size, nature, and consequences of their operations. Economic and 
political power tries to remain invisible at those points where it is connected 
to injustices. Watch sites are attempts to visualize the injustices connected 
to power; they try to exert a counter-hegemonic power that makes use of 
the Internet. Alternative online media try to make available critical infor-
mation that questions power structures that normally remain unquestioned 
and invisible. The most popular alternative online medium is Indymedia. 
Indymedia Centres are seen by John Downing (2003, 254; see also 2002) as 
practices of social anarchism because “their openness, their blend of inter-
nationalism and localism, their use of hyperlinks, their self-management, 
represent a development entirely consonant with the best in the socialist 
anarchist tradition“. For Dorothy Kidd (2003, 64) the Indymedia Centres 
are “a vibrant commons” among “the monocultural enclosures of the .coms 
and media giants”. Atton (2004, 26f) argues that radical online journalism 
like Indymedia is “opposed to hierarchical, elite-centred notions of journal-
ism as business” and places “power into the hands of those who are more 
intimately involved in those stories” so that “activists become journalists”. 
The power of alternative online media derives partly from their open char-
acter, which allows citizens to become journalists. WikiLeaks became part 
of the world news in 2010 because it leaked secret documents about the US 
wars in Afghanistan and Iraq to the public. Its task is to use the “power 
of principled leaking to embarrass governments, corporations and institu-
tions”; it is “a buttress against unaccountable and abusive power” (self-
description, http://www.wikileaks.org/wiki/WikiLeaks:About, accessed 
on August 13, 2010). Leaking secret information is understood as a way of 
watching the powerful and holding them accountable.

But in a stratifi ed society, resources are distributed asymmetrically. Alter-
native media and watchdog projects are mainly civil society projects that are 
operated by voluntary labour and are not supported by corporations and 
governments. They therefore tend to be confronted with a lack of resources 
such as money, activists, time, infrastructure, or infl uence. Visibility on the 
Internet can be purchased and centralized. This situation poses advantages 
for powerful actors such as states and large corporations and disadvantages 
for civil society and social movement organizations. It is therefore no surprise 
that Indymedia is only ranked number 4147 in the list of the most accessed 
websites, whereas BBC Online is ranked number 44, CNN Online number 
52, the New York Times Online number 115, Spiegel Online number 152, 
Bildzeitung Online number 246, or Fox News Online number 250 (data 
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source: alexa.com, top 1,000,000,000 sites, August 2, 2009). Similarly, 
concerning the example of Neda Soltan, the Iranian government controls 
technology that allows them to monitor and censor the Internet and mobile 
phones, which has resulted in the surveillance of political activists. The sur-
veillance technologies are provided or developed by Western corporations 
such as Nokia Siemens Networks or Secure Computing.

Power and counter-power, hegemony and counter-hegemony, surveil-
lance and counter-surveillance are inherent potentialities of the Internet. 
But these potentials are asymmetrically distributed. The Internet in a strati-
fi ed society involves an asymmetric dialectic that privileges the powerful. 
It has a power to make visible the invisible, which can be the personal lives 
of citizens, but also the operations of the powerful. But attention is a scare 
resource on the Internet, although each citizen can easily produce informa-
tion, not all information can easily gain similar attention by users. There is 
an Internet attention economy that is dominated by powerful actors: “Sur-
veillance is not democratic and applied equally to all” (Fiske 1996, 246).

The contributors to this volume show that the political dimension of 
Internet surveillance is an important realm of analysis and that Internet 
surveillance has practical political consequences that affect civil society, 
social movements, citizens, governments, and policies.

1.6. DIMENSIONS AND QUALITIES OF INTERNET SURVEILLANCE

Information technology enables surveillance at a distance, whereas non-
technological surveillance, for example when a person is tailed by a detec-
tive, is unmediated, does not automatically result in data gathering and 
requires the copresence, closeness, or proximity of surveiller and the sur-
veilled in one space. Internet surveillance operates in real time over net-
works at high transmission speed. Digital data doubles can with the help 
of the Internet be copied and manipulated endlessly, easily, and cheaply. 
Table 1.1 identifi es fourteen dimensions of the Internet and summarizes 
how these dimensions shape the conditions for Internet surveillance and 
resistance against Internet surveillance or counter-surveillance. It should 
be noted that Table 1.1 presents an asymmetric dialectic where resistance 
is only a precarious potential that is less powerful than the surveillance 
reality. On the Internet we fi nd an unequal resource distribution, unequal 
technological innovation diffusion, an unequal distribution of power, etc. 
(see Fuchs 2008a). The contributions in this book all relate to one or more 
of these 14 dimensions and show that Internet surveillance is embedded 
into processes of power and counter-power.

Starke-Meyerring and Gurak (2007) distinguish among three kinds of 
Internet surveillance technologies: 1) surveillance of personal data captured 
from general Internet use, 2) surveillance of personal data captured by using 
specialized Internet services, 3) technologies and practices designed to access 
data from Internet users. Data can be collected, stored, analyzed, transferred, 
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accessed, monitored, and solicited. Information privacy intrusion is an 
improper processing of data that refl ects one or more of these seven activities 
and is unwanted by the users (Wang, Lee, and Wang 1998). Table 1.2 presents 
a classifi cation scheme for Internet surveillance technologies and techniques.

Privacy-enhancing technologies have been defi ned as “technical and orga-
nizational concepts that aim at protecting personal identity” (Burkert 1998, 
125). Privacy-enhancing Internet techniques and technologies are, for exam-
ple: encryption technologies, virus protection, spyware protection tools, 
fi rewall, opt-out mechanisms, reading privacy policies, disabling of cook-
ies, spam fi lters, cookie busters, or anonymizers/anonymous proxy. Dwayne 
Winseck (2003) cautions that the focus on privacy-enhancing technologies 
as an answer to surveillance technologies advances “a technocratic approach 
to managing personal information” and “fails to grasp how power shapes 
the agenda and overall context in which struggles over technological design 
occur” (Winseck 2003, 188). Formulated in another way: Privacy-enhancing 
technologies advance a techno-deterministic ideology that does not question 
power structures and advances the idea that there is a technological fi x to 
societal problems. Nonetheless it is an important task for Internet studies 
and surveillance studies to explore ways that privacy-enhancing Internet 
technologies can be used for minimizing threats. This will not pose solutions 
to societal problems, but could to a certain extent empower citizens. It is 
therefore important to take into account that the implementation of privacy-
enhancing Internet technologies “forces us to return to social innovation in 
oreder to successfully implement them” (Burkert 1998, 140).

Classifying privacy-threatening and privacy-enhancing technologies is 
an important aspect of studying the Internet and surveillance. The con-
tributors to this volume help advance this task.

1.7. CONCLUSION

Howard Rheingold argues that the new network technologies available 
today that open “new vistas of cooperation also make[s] possible a univer-
sal surveillance economy and empower[s] the bloodthirsty as well as the 
altruistic” (Rheingold 2002, xviii). This book, The Internet and Surveil-
lance explores the two sides of the information society that Rheingold men-
tions. It shows that information technology has a dark and a bright side 
and that Internet surveillance is deeply enmeshed into the power relations 
that shape contemporary society.

This book has two parts: Theoretical Foundations of Internet Surveillance 
Studies (Part I); Case Studies, Applications, and Empirical Perspectives of 
Internet Surveillance Studies (Part II). The fi rst part predominantly focuses on 
defi ning Internet surveillance and web 2.0 surveillance and on identifying its 
key qualities. The second part presents more applied research, analyses of spe-
cifi c examples of Internet/web 2.0 studies; it is more empirical in character.
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The theory part of this book has fi ve chapters. Christian Fuchs focuses on 
analyzing and criticizing the political economy of web 2.0 surveillance. Fuchs 
situates the commercial web 2.0 in the Marxian analysis of capital accu-
mulation and connects this analysis with notions like Dallas Smythe’s audi-
ence commodity, Oscar Gandy’s panoptic sort, Thomas Mathiesen’s silent 
silencing, and Manuel Castells’s mass self-communication. Mark Andrejevic 
connects the concept of online surveillance with an analysis of power and 
control. Andrejevic reminds us that there is a power asymmetry between 
those engaging in surveillance and those who are the objects of surveillance 
in the Internet economy. He makes use of Karl Marx’s concepts of exploita-
tion and alienation. Daniel Trottier and David Lyon provide an empirically 
grounded identifi cation of fi ve qualities of what they term social media sur-
veillance. These qualities are: (a) collaborative identity construction, (b) lat-
eral ties, (c) the visibility, measurability and searchability of social ties, (d) the 
dynamic change of social media interfaces and contents, (e) the recontextu-
alization of social media content. David Hill connects the notion of Internet 
surveillance with a detailed interpretation of Jean-François book The Inhu-
man. Hill argues that this inhumanity takes on two predominant forms: the 
error-prone fetish of algorithmic calculation that can easily advance injus-
tices, and the extension of the capitalist performance principle and consumer 
culture into all realms of life. Thomas Allmer discusses panoptic-oriented 
and non-panoptic ways of defi ning Internet surveillance. He points out the 
importance of economic surveillance in capitalist society and of economic 
Internet surveillance in contemporary capitalist society. He argues for a criti-
cal approach that is grounded in Marxist theory.

The part on case studies, applications, and empirical perspectives of this 
book consists of eight chapters. Marisol Sandoval analyzes the privacy poli-
cies and terms of use of more than fi fty of the most popular web 2.0 plat-
forms. Her approach is an empirical application of critical political economy 
to web 2.0 surveillance. The analysis shows that web 2.0 is dominated by 
corporations that monitor user data in order to accumulate capital by selling 
user data to advertising companies that provide targeted advertising to the 
users. The study also shows that commodifi cation tends to be ideologically 
masked in the privacy policies and the terms of use. David Arditi discusses 
the role of surveillance in the realm of fi le sharing. He shows that the culture 
industry tries to use surveillance for on the one hand forestalling music shar-
ing on the Internet and on the other hand for analyzing and exploiting data 
about music consumption preferences that are commodifi ed. Arditi’s chapter 
is based on a critical understanding of the culture industry that questions 
corporations’ domination of the Internet and culture. Anders Albrechtslund 
analyzes the role of information sharing in web 2.0. He is particularly inter-
ested in how such sharing practices shape urban spaces. He interprets online 
sharing as a form of social, participatory surveillance. He gives particular 
attention to location-based information sharing, as enabled by applications 
like Foursquare and Facebook places that are mainly used on mobile phones 
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that support mobile Internet access. Iván Székély reports results from an 
empirical study that analyzed the knowledge, opinion, values, attitudes and 
self-reported behaviour of IT professionals in the area of handling personal 
data in Hungary and the Netherlands. Studying the attitudes of IT profes-
sionals on privacy and surveillance is crucial because they are the ones who 
design surveillance systems. The study shows that IT professional tend to 
have a rather instrumental view of privacy and surveillance in their work 
practices. Miyase Christensen and André Jansson conceptually combine sur-
veillance theory, the concept of transnationalism, and the Bourdieuian notion 
of the fi eld. They apply this approach for conducting two case studies: The 
fi rst study deals with transnational migrants of Turkish/Kurdish origin resid-
ing in urban Sweden; the second with a Scandinavian expatriate community 
in Nicaragua, linked to the global development business. Kent Wayland, 
Roberto Armengol, and Deborah Johnson make a conceptual differentia-
tion between surveillance and transparency. They discuss issues of online 
transparency in relation to the online disclosure of donations in electoral 
campaigns. They introduce in this context the notion of the house of mir-
rors. Monika Taddicken presents results from a study of attitudes of social 
web users towards privacy and surveillance, in which focus group interviews 
were conducted. The study shows a high general concern about online pri-
vacy violations and surveillance, a lack of concrete knowledge about online 
surveillance mechanisms, and the importance of the social and communica-
tive motive of web 2.0 users. Rolf Weber discusses legal aspects of online 
privacy and online surveillance. The chapter shows the importance of dis-
cussing which legal understandings of privacy are required in an age where 
our communication is increasingly taking place online and is mediated by 
online surveillance systems. The contribution also points out the problems of 
politically and legally regulating a global space like the Internet with policy 
frameworks that are primarily national in character.

This book is introduced by a preface written by Thomas Mathiesen, 
who is one of the most frequently cited and infl uential scholars in surveil-
lance studies, and concluded by a postface written by Kees Boersma that 
identifi es the key issues and approaches represented in this book.
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